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The UV absorption spectrum of the permanganate anion is a prototype transition-metal complex spectrum.
Despite this being a simple®dy system, for which a beautiful spectrum with detailed vibrational structure
has been available since 1967, the assignment of the second and third bands is still very controversial. The
issue can be resolved only by an elucidation of the intricate vibronic structure of the spectrum. We investigate
the vibronic coupling by means of linear-response time-dependent density functional calculations. By means
of a diabatizing scheme that employs the transition densities obtained in the TDDFT calculations in many
geometries arouni,, we construct a Taylor series expansion in the normal coordinates of a diabatic potential
energy matrix, coupling 24 excited states. The simulated vibronic structure is in good agreement with the
experimental absorption spectrum after the adjustment of some of the calculated vertical excitation energies.
The peculiar blurred vibronic structure of the second band, which is a very distinctive feature of the experimental
spectrum, is fully reproduced in the calculations. It is caused by the double-well shape of the adiabatic energy
surface along the JahiTeller active e mode of the allowéé state arising from the seco#d, state, which
exhibits a JahrTeller splitting into'B, and'E states. We trace the double-well shape to an avoided crossing
between two diabatic states with different orbital-excitation character. The crossing can be explained at the
molecular orbital level from the JahiTeller splitting of the set of {3d,, 3d 3d,4} orbitals (the LUMO

+ 1), to which the excitations characterizing the diabatic states take place. In contrast to its character in the
two well regions, aRR. the 2T, state is not predominantly an excitation to the LUMOL, but has more
HOMO — 1 — LUMO (2e = {3d¢_, 3d#}) character. The changing character of th€,2- E state along

the e mode implies that the assignment of the experimental bands to single orbital transitions is too simplistic
intrinsically. This spectrum, and notably the blurring of the vibronic structure in the second band, can be
understood only from the extensive configurational mixing and vibronic coupling between the excited states.
This solves the long-standing assignment problem of these bands.

1. Introduction methods, and many calculations of excitation energies have been

The UV absorption spectrum of the tetrahedrakcdmplex perfo'r.med for 'Fhis system. It is.not easy to deduce v.ert.ical
MnO,~ has become a prototype spectrum in transition-metal transition energies from the experimental bands, and the intricate
spectroscopy. A well-resolved experimental spectrum was Vibronic structure of the spectrum as well as the expected-Jahn
published in 1967 by Holt and BallhauseRour band systems ~ Teller splittings of the allowed excitetl, states indicate the
can be seen in this spectrum: (i) a very strong band with an hecessity of a vibronic coupling treatment for a meaningful
origin at ca. 18 000 crt with a very distinct strong vibrational ~ comparison of the theory and experiment. This has been lacking
progression of 770 cm, (ii) a somewhat weaker band between until now. The discussion has been mostly in terms of an
25 000 and 30 000 c, starting with two low-intensity peaks  assignment of the experimental bands to single orbital transi-
at ca. 25000 and 25 700 ctfollowed by the main part in tions, on which there is still disagreement between the various
which the vibrational structure is remarkably blurred, which is quantum chemical methods. The energetic order of the orbitals
superimposed with (iii) a strong band starting at 30 000&m  near the HOMG-LUMO gap is shown in Figure 1. In this°d
with distinct, regular vibrational spacing of 750 chand (iv) system, the LUMO and LUMGF 1 are the d orbitals, 2e and
an intense, completely featureless band with its origin at 38 500 7t, exhibiting the ligand field splitting through antibonding
cmL. An early review _of the electronic absorption spectrum of mixing with the oxygen 2p, and the highest occupied levels are
MnO,4~ can be found in ref 2. the 12 fully occupied oxygen 2p lone pair orbitals. The highest

The permanganate ion is one of t_he benchmark systems_forof these are the HOMO 1twhich is 100% 2p by symmetry,
the assessment of excitation energies from quantum chemlcaland the HOMO— 1 6, which has very little d admixture.

*E-mail: jneugeb@chem.vu.nl, baerends@chem.vu.nl, nooijien@ Be€lOW these nonbonding levels are the,G@hich is somewhat
uwaterloo.ca. stabilized by admixture of the 4s, and the 1le angdlévels,
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-1F with either theASCF metho#f or the practically equivalent
oL ThpMmd)  7,Mnd,.d,.d,) 8 (Mnd,, d,) transition-state method.There are two published time-depend-
N (Mn.’&”d )"- e S, ent DFT calculations (1_999and 2003 that have both sided
I vz o Mnd, ) with the original Xo. assignment, but because the errors in the
> 4 — 2, 2¢ Mnde 2 dp) zgﬁl vertical excitation energies from many of the DFT calculations
> -5h 8a, ! are larger than the splitting between these two states, no reliable
%” ok assignment can be made on their basis. Also, the ab initio
O - la, 41t (O lone pairs) T calculations do not offer a clear picture. Skipping H¥SCF)617
£ T gz la and CIS8 calculations in the early 1970s, which proved to be
& gl Lrr o - 6t, (O lone pairs) e gg unreliable, we note that the CISD calculations of Johansen and
ol T —f— 62, —t—7a’ Rettrup in 198% assign the 6t— 2e to the second band, in
[ le ., Ib agreement with the & calculations. SAC-CI calculatiohs
OF FE=1b, 5 T s, Sby, 63 Sy reversed the assignment in 1991, (ST)EOM-C¢&Sient back
A ; — 0 T 3 to the original assignment in 1999, but extended STEOM-CC
q (dimensionless normal coordinate) calculationgC reversed it again in 2000.

. ) ) ) The experimental energy difference of about 0.3 eV for the
Figure 1. Energetic ordering of the molecular orbitals of MytOhear

the HOMO-LUMO gap from SAOP/TZ2P calculations. The orbital  SCCONd and third transitions s of the same order of magnitude
energies are shown for the ground-state equilibrium structure and @S the error in the TDDFT calculations and is about the order

structures displaced along ti@ mode byAq = +2.5. of magnitude of possible errors in any theoretical method to
date for a transition-metal complex. As indicated earlier, a
vibronic coupling treatment is required for a full elucidation of
which represent 2p orbitals that are more strongly stabilized by the intricate vibrational structure of the spectrum and to settle
admixture with the 3d. the assignment problem. Because the second band has such a
Despite much theoretical effort, see below, the assignment different vibrational structure compared to that of the third (and
of the experimental bands to specific orbital transitions is by first) band, one could place some confidence in an assignment
no means established. With the exception of early extendedpased on a vibronic coupling treatment if the latter would be
Hickel, Hartree-Fock (HF)_, and Cl-singles calculat_ions, which  gpie to reproduce and explain this feature. One method of
proved to be rather unreliable, all of the theoretical methods g,4ying the vibronic structure of electronic absorption spectra
agree with the assignment of the first band, Whlch is of the 5 the Franck-Condon approach. It has recently been applied
HOMO — LUMO (1t, — 2e) type. The fourth band is mostly successfully in combination with TDDFT excited-state optimi-

‘(avt\;rt'ﬁ Lgsgt:]%?s?rgrl:ﬂ%oit;;tgxl?r:mltgze; ;iZ)tg:qnssig:)Onn zations to model the absorption spectra of organic compounds
9 ! 2 ’ by Dierksen and Grimmé&-22 As has been mentioned in ref

which is actually dominant in SAC-€talculations). There is, )
however, still a strong controversy about the assignment of the 23, hqwever, the Frap . ondon gpproach m.'g.ht hav.e prob-
lems in some cases if (i) the excited-state minimum is largely

second band to either the,6t- 2e or 1§ — 71, transition (and displaced f h d o i th
the third band, then, to the other transition). It is a typical case isplaced from the ground-state minimum, (ii) there are (near-)

of doubt whether the HOMG- 1 — LUMO or the HOMO— degenerate excited states that result in a complicated topology
LUMO + 1 transition is lowest in energy. The issue remains of.the potential energy surfaces (PESS), or (i) no .excited-state
unresolved, although this particular electronic absorption spec- Minimum due to, for example, conical intersections can be
trum has been a real testbed for electronic structure methodsfound.

Wolfsberg and Helmholfz pioneered the extended “Ekel An alternative treatmer?€which is used in this work, is based
method in 1952 with an MO study of this spectrum, followed on the short-time approximation for absorption and resonance
by several other such studies (e.g., refs 5 and 6). The multiple-Raman scattering (see, for example, refs-29). It uses a
scattering X« method, despite its muffin-tin approximation, Taylor series expansion around the ground-state equilibrium of
made its mark on transition-metal chemistry in 1971 with a quasi-diabatic excited-state surfaces and coupling matrix ele-
remarkably successful calculatfoaf the permanganate spec- ments between them, so nonadiabatic couplings between excited
trum using Slater’s transition-state method. This calculation states are also taken into account.

assigned the second band to the HOMQL — LUMO (i.e.,

6t, — 2e) transition. This is actually in disagreement with the
assignment advocated in the experimental study by Holt and
Ballhausehin which it was the third band that was assigned to
the HOMO — 1 — LUMO transition. Shortly afterward, after

In this article, we show that the general vibronic features of
the absorption spectrum of permanganate can be reproduced
within this vibronic coupling scheme, including the vibrational
structure due to JahtiTeller active normal modes that lead to
a basis function ¥ method that avoided the muffin-tin ”_“”ima_ at distorted (lower-symmetry) geometries. Our_spectr_a
approximation had been developahe of the first applications simulations d_emonstrate that the energy surfa;e_s obtained Wlth
of this method in 1976 was to an extensive series of tetrahedraltn® @symptotically correct SAOP potential (statistical averaging
oxoanions including permanganét@hese latter calculations — ©f (mod_el) orbital poter_1t|als3_ff32 which we employ in our
partly resolved multiplet states with the diagonal sum method. calculations, lead to a vibronic structure in agreement with the
The assignment agreed with the M&@Xssignment. Much later, ~ experimental findings, although the accuracy of the vertical
in 1996, a similar ASCF” DFT (GGA) calculation, which used  transition energies is, with errors of up to 0.9 eV, poorer than
the calculation of a few selected two-electron integrals to obtain Usual. Although we can resolve the controversy over the orbital
full resolution of the multiplet states, reversed the assignfent. assignments for the excited statesiabn this basis, the more
However, a subsequent LDA (local density approximation) important conclusion is that a single-orbital transition picture
calculation of a similar type in 1997 did not lead to the is much too simple to explain the complicated structure of the
reversed assignment and neither did other such DFT calculationsabsorption spectrum of permanganate.
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TABLE 1: Excitation Energies (Eex in €V) and Oscillator Strengths ()2 of the Excited States of Irreducible Representation T of
the Permanganate lon Calculated from SAOP with Different Basis Sefs

SAOP
EOM- Ext- TZ2P/ TZ2P QZ3P QZ3P-3DIF
no. transition exptl CcsDp® STEOM?® COSMC7 Eexptl f Eexptl f Eexptl f
1 1 —2e 2.3 2.24 1.92 2.87 3.01 0.0070 2.98 0.0070 2.98 0.0073
2 6L — 2e 3.5 3.60 3.51 3.89 4.04 0.0021 4.02 0.0023 4.01 0.0024
3 — 7t 4.0 3.67 3.08 4.77 4.93 0.0086 4.88 0.0100 4.87 0.0104
4 6b— 7t 5.5 5.80 5.77 5.95 0.0023 5.92 0.0028 5.91 0.0035

a Not multiplied by degeneracy.All of the values are calculated at the BPW91/TZ2P optimized geometry-®ulistance: 1.621 A). The
experimental values shown are the positions of the band maxima of the spectrum reported in ref 1. The SAOP/TZ2P{(EIBWOCSD and
extended-STEOM-C® values are given for comparison.

2. Methodology transformation matriced(q) are calculated in such a way that

Density functional calculations have been performed using a '_[he overlap matrix of transition densities is maximally diagonal

- - - : n the diabatic basis. For details, we refer to the description of
modified version of the Amsterdam density functional (ADF) ; . . ’ -
package®34We used the SAOP potenfi@i32 in combination the algorithm in ref 35 and the related approach in ref 23. The

with the TZ2P, the even-tempered QZ3P, and the QZ3P- vibronic coupling simulations based on the diabatic potential

3DIFFUSE (including three sets of diffuse functions) basis sets energy matrix are carried out using the VIBRON program

5 | )
from the ADF basis set librafyto calculate TDDFT transition 2?7'(2250 Wt? 'tr.'duc:%d up fto f.4 exfcned sr:at(test ar_ld tﬁp ftO"
densities and vertical excitation energies for structures displaced”. vibrational basis functions for each state (in the fu

from the ground-state equilibrium along the normal coordinates. simulation). The total dimension of the vibronic problem (i.e.,

The construction of diabatic states and effective Hamiltonians of the model Ha_mlltoman to b_e dla_gonallzed)_|s the_refore
follows the approach in refs 23 and 35. 35 389 440. Despite this large dimension, such simulations are

The effective Hamiltonian consists of the kinetic energy fairly routine because an interface between ADF and VIBRON

operator for the nuclei and a potential energy matrix in the allows a user-friendly combination of electronic structure and
diabatic basis. For the latter, we use a Taylor series expansionyIbronlc couph_ng calpulatlons. The computanon_al cost, hqwever,
around the equilibrium struc,ture increases rapidly with the number of quanta in the individual
modes and the number of excited states included in the
Na [/ 1N [ g2 simulation.
V@=VO+Y|—|a+ ag -+ (@) o
=\ag;/, 2§=1\09;09,/ 3. Vertical Excitations

We calculated the vertical excitation energies for tie
excitations of MnQ~ with the TZ2P basis, which is also used
{0 model the vibronic structure. The results are compared to
those obtained with the larger QZ3P and QZ3P-3DIFFUSE basis
sets; in the latter calculations, three additional sets of diffuse
functions are used for the oxygen atoms, whereas we employed
the QZ3P basis set for the central manganese atom. From the
vertical excitation energies for the permanganate anion listed
in Table 1, it can be seen that the TZ2P basis set already leads

elements, the intrastate linear Taylor expansion terivgal to results that are almost converged. The excitation energies

3ai)o (still called coupling constants) would account for the Cchange by less than 0.1 eV when increasing the basis set.
displacement of the minimum with respectdo= 0 and the Although the above results were obtained with the structure

optimized with BPW91/TZ2P (MrO distance: 1.621 A), we

wheregq; are the normal coordinates of the system. The matrix
elementsVa, of the V matrix are between diabatic electronic
states, which are constructed to have an (almost) constan
electronic part along the normal modes (see below). We
distinguish between the intrastate matrix elemé&fats intram-
ultiplet matrix elementsVa,, wherea and b refer to states
belonging to the same multiplet, sayT,, and intermultiplet
matrix element¥;y,, wherea andb belong to different multiplets
(e.g., n'T, and m'Ty). If we ignore the off-diagonal matrix

diagonal (in the normal coordinates) quadratic coupling con- VoL ' we
stants ()ZVaa/BCliz)o would account for the changes in vibra- also calculated excitation energies for the structures optimized

tional frequency in the excited states. (The default value for a With the larger basis sets. But structural changes or changes in

diagonal intrastate quadratic coupling constant is just the groundt® €xcitation energies can hardly be recognized. (The-®n
statewo;.) We include all of the linear coupling constants and  distance for both BPW91/QZ3P and BPW91/QZ3P-3DIFFUSE

the diagonal quadratic coupling constants in principle for all of 'S 1.620 A) . . o _ )
the matrix elements of (both intrastate and interstate). For some transitions, the vertical excitation energies differ
The derivatives of the potential energy matrix elements with considerably from those of the experiment (i.e., by between 0.5
respect to the normal coordinates are calculated by numerical@nd 0.9 €V). The SAOP results in ref 37, which included
differentiation of the diabatic potential energy matrix elements, €nvironmental effects in the form of the COSMO solvation
the latter being explicitly calculated at displaced structuves, model and are given in Table 1 for comparison, demonstrate
(+£Aq). A diabatic matrix at a particulakg; is constructed by ~ that environmental effects can lead to a lowering of the
a unitary transformation of the diagonal adiabatic potential €xcitation energies, but these effects are certainly not large
energy matrix containing the vertical excitation energies for that €nough to explain such large discrepancies between the experi-

particular structure ment and the calculation. Furthermore, the solvation model leads
mainly to an overall shift in the excitation energies (i.e., incorrect
V(q) = UT(q) Ee'ef(q) U(q) 2) energy gapshetween different excited states are hardly cor-

rected). Deficiencies in the SAOP potential or the exchange-
The vertical excitation energies, which constitute the diagonal correlation kernel or both are thus most likely responsible for
matrix E€'eqq), are obtained from the TDDFT calculation. The this disagreement. We will concentrate on the vibrational
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TABLE 2: Orbital Contributions (in %) for the Excited States in Irreducible Representation E of the Permanganate lon along
the Qy Mode Calculated from SAOP/TZ2P

orange curve (“2r,") lower green curve (“2T,") (“3Ty")
4E 3E (2m) 3E 4E 3E  4E (21 4E 3E 5E (3D 5E
Aq -6 -25 0 25 6 -6 -25 0 25 6 -6 -—-25 0 25 6
(ltl - 29)
7e— 8a 2 9 1 1 3 3
Te—2b 3 2 2
(6t,— 2e) (96) (68) 2
6e— 8a 7B 72 72 76 75 10 17 17 2 3 7 2 2 17 20
6e— 2by 19 25 24 2 22 9 29 51 58 13 62 30 16 45
At — 7t) 4) (30) (96)
1la, —8e 2 2 2 2 77 53 15 2 8 32 48 31 13
Te—Th, 1 1 2 20 15 37 73 7 26 48 28 6
(6t2 - 7t2)
6e— 7h, 1 4 12
6b, — 8e 10 4
(others)
7a—8 14 16 1 3 1
upper green curve (*3,") (“41Ty")
7E 6E (3R 6E TE 6E 7E 47 T7E 6E

Aq -6 -25 0 25 6 -6 —-25 0 25 6
(1t — 2e) (3)
7e—8a 1 3 1 2 1
Te—2by
(6t, — 2e) (16)
6e— 8a 1 3 4 1 1
6e— 2b 1 5 12 9 10 2 2
(1t1 - 7t2) (56)
la — 8e 5 28 57 49 1 3 30
Te— T 69 64 28 5 3 13 2 2
(6t — 7ty) (20) (98)
6e— 7h, 1 3 10 21 13 10 49 61 68
6b, — 8e 1 15 10 4 12 71 66 49 22
(others)
7a,— 8e 24 3 3 5 16 5

aFor the ground-state equilibrium structurg(= 0), these states belong to either fhie(for n'E states withn as an odd number) or the
irreducible representation (fofE states wittn as an even number). The values and labels corresponding Tg shrictures are given in parentheses;
all other labels and entries in the table refeDig symmetry. Note that where possible we follow the auxiliary (colored) curves in Figure 5 instead
of pure adiabatic potential energy curves.

structure of the absorption bands in this study, which depend points for the excited states T, symmetry along the totally

on the shapes of the potential energy surfaces and not directlysymmetric Mn-O stretching mode, which is the most important

on their vertical positions. mode for the vibrational structure. In this panel, we also give
Table 1 also shows the dominant orbital transitions for the the model PESs that were obtained by diagonalization of the

given excitations. The assignment given here is in agreementV(q) matrix for theséT, states using the Taylor expansion with

with previous studies using TDDF¥:'5Consequently, it agrees  linear and quadratic coupling constand¥{y/dg;)o and 0?Vay

with the original DFT calculation of ref 9 and the more recent 9q;2),, with g; being the a mode for all of the intrastate and

DFT calculations from refs 11 and 12, which are all of &8CF interstate matrix elements. The curves are obtained by calculat-

type (sometimes approximated with Slater's transition-state ing theV matrix from the Taylor expansion and diagonalizing

procedure), but it differs from some calculations (e.g., from the it in a dense set af; values, keeping all othey equal to zero.

DFT-ASCF calculation in ref 10) and reverses the orbital 1o model curves are in very good agreement with the

assignments for these states. However, we will argue (see Iwlc’"")explicitly calculated points near the equilibrium position. There
that these assignments in terms of orbital transitions are not

meaningful. From the contributions of the orbital transitions to 's very little coupling between the different electronic states
. : . - - . .. along this mode. We ex vibrational h n learl
the different excited states, which are listed in Table 2 and will along this mode. We expect vibrational states that can be clearly

. i L . ssociated with the individual electronic states, and because all
be discussed in the next section, it can be seen that for all excite - - . !
S g L . . curves exhibit a minimum that is somewhat displaced toward
states besides'T, important mixings of singly excited con-

figurations occur, so an assignment of the absorption spectrumg lﬁzgﬁrixr:?t bontotl lring;rl’h Wsi;rx%e%t Ia T[y?'caév;trﬁ?/?; i
in terms of single orbital transitions is apparently inadequate. ondo ensity pattern of the ational states a

tional spacing of approximately 800 ciw 0.1 eV, the second
peak will be most intense). The &ibrational structure will
dominate the spectrum because of the large displacements of

4.1. Assessment of the Model Potential Curvel the upper the excited-state minima from the ground-state equilibrium
panel of Figure 2, we show the calculated adiabatic energy position.

4. Potential Energy Curves
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curves), whereas the third one is of &mmetry (dotted curves).
The model curves follow the calculated points perfectly close
to the equilibrium geometry, so the second-order Taylor
expansion is adequate.

The system investigated here is much more complicated than
the prototype e Jahn-Teller system described in ref 39,
which can be described by three equivalent paraboloids. Our
model PESs are more general (and more complicated) because
guadratic couplings are also taken into account and the different
sets of triply degenerate stated{ multiplets) can interact,
which is, as we will see below, quite essential. Also, the
inclusion of diagonal quadratic coupling constants is very
important because the curvatures of the PES curves d@4he

Energy / eV

L sy B Wy = 0 point (i.e., aRe) exhibit large deviations from the curvature
T fimensionless normal coordinate of the ground state. For the' state {E for Qy = 0), it is
L N e e e SR me e even negative a®y = 0. This negative curvature of thé

state and the double-minimum shape of this potential energy
curve will play an important role in the analysis of the vibronic
structure.

The model curves plotted in Figure 2 are obtained from a
model including only thelT, states, but the states @T;
symmetry also have to be considered. Along @edisplace-
ment, all of these states lead & states inDyg Symmetry in
addition to a nondegenerate state. Electric dipole transitions from
the ground state to th¥l; states are forbidden in tetrahedral
geometry but not to thtE states resulting for finit€,, although
the intensities would still be very low if the electronic structure
is basically unaltered from the one B. However, theséE
states arising from théT; states can interact (or even exhibit

dimensionless normal coordinate avoided crossings) with thé states coming from thi; states.
Figure 2. Adiabatic model potential energy curves for the lowdst We therefore mcluded Fh]é-l states in our mode_l; the res_ultlng
excited states along the modes ef(top) and e (bottom) symmetry ~ Model adiabatic potential energy curves (obtained by diagonal-
(the Q, component, see Figure 3). The latter mode is Jafedler active ization of the Taylor expanded(Qg) matrix at manyQ, points)
and leads to a splitting of the degenerate states into a doubly degeneratare shown in Figure 4 and are compared to explicitly calculated
E (solid lines) and 4B, state (dotted lines). Also shown are the data  gatg points, which are extended along @emode to map out
points for explicitly calculated excited-state energies for structures o £ range of this displacement coordinate that is relevant
displaced along these normal coordinates. . - . .

for the vibrational motions. Our model works quite well close

to the reference point, whereas somewhat larger deviations
occur, as expected, for a second-order Taylor series at larger
displacements. However, all of the qualitative features, such as
minima or avoided crossings, are well represented by the model
curves. The main discrepancy between the model and the real
adiabatic curves is that the latter are much steeper for large
displacements in the plus direction (i.e., the direction indicated
by the arrows in Figure 3), whereas the agreement in the minus
direction is better. Another difference is that the explicitly
calculated curve of thelZ, state is affected by couplings to
even higher excited states, which are not included in the vibronic
model, so that features arising from these couplings cannot be
represented.

4.2. Explanation of Couplings in Terms of Orbital
Contributions. To discuss the shape of the adiabatic curves
and the electronic structure explanation of these shapes, we first
Figure 3. Normal mode of e symmetry for Mn©, for which the show in Figure 5 the full set of adiabatic potential energy curves
potential energy surface in Figure 2 is shov@y) arising from the 34T, states aRe (solid lines) and from the

1-41T, states (dashed lines). These lines simply connect the

In the lower panel of Figure 2, we show the calculated points adiabatic points (i.e., theth line connects theth excited-state
and adiabatic model curves for the Jafireller active mode of energies in the diagramn(= 1-8)). Note that significant
e symmetry. For this comparison, we chose the mode depictedchanges may occur in the electronic structure along a particular
in Figure 3 from the set of two degenerate modes. It correspondssolid or dashed line because of the occurrence of avoided
to the Qo(Xy — Xo — X3 + X4) symmetrized displacement crossings. For clarity, we introduce some auxiliary states
according to ref 38 and leads toDgy Symmetric structure, in indicated by colored curves in this Figure. As an aid in the
which two of the three former degenerdf®, states fall into interpretation of the states that are crucial for the vibronic
irreducible representation E and remain degenerate (solidstructure of the second band in the absorption spectrum, we

Energy / eV
N =
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Figure 4. Adiabatic model potential energy curves for the lowdst Figure 5. Explicitly calculated potential energy curves fti states
and'T, excited states along a mode of e symmetry @a&omponent, of the permanganate anion along t®g mode. Thin (black) dashed

see Figure 3). Only the components of symmetry E for distorted lines: 1E states corresponding t®; states at the equilibrium geometry;
structures are shown. The solid lines indicate the states which are ofthin (black) solid lines:'E states corresponding @, states at the

1T, character at the reference structure, whereas the dashed lines arequilibrium geometry. For every displacement, a blue diamond labels
used for those ofT; character aRe. Also shown are the data points  the states with the largest contribution of the +a8e orbital transition,

for explicitly calculated excited-state energies for structures displaced whereas a red circle labels the state with the largest contribution of the
along these normal coordinates, where we usesigns for the states 7e— Tk, orbital transition for theD,q symmetric, displaced structures.

corresponding tdT; and crosses for the states correspondintj tat The thick blue dashed and red solid lines are quadratic fits to the data
the ground-state equilibrium structure. These have been connected withpoints marked with diamonds and circles, respectively (shifted by 0.05
light dashed and solid lines, respectively. eV for clarity of presentation).

draw two hypothetical diabatic curves (red and blue) in Figure document the composition of the states at the equilibrium
5, each of which represents a particular excited-state electronicgeometryQy = 0 and at four displaced geometri@ = +2.5
structure and may be considered to be the parent curves fromand 6. The isolated 1T,, which has HOMO— LUMO
which the two green ones arise after coupling between thesecharacter and is responsible for the first band, needs no further
diabatic states has been taken into account. The lower greerdiscussion. Although the'Z; state is clearly dominated by the
state, which can be described as tRE-34'E—21T,—4E—3'E 6t, — 2e transition (68% at ground-state equilibrium), there is
energy curve (going from negative to positi@), will be significant mixing with the Lt— 7t, configuration (30%). When
denoted as “¥T,” in the following text. we follow the curve along first thel& state and after crossing
An avoided crossing that is readily apparent from the Figure with the 1E state arising from &; along the 3E (i.e., along
is the one aQy ~ 2.1 between theZ;—3'E (second dashed the green curve in both the positive and negafyelirections),
curve) and “2T,"—41E states (second solid curve); it can be we note that the composition becomes predominantly-17t,

understood from a coupling of the orange state'Ti2 and (i.e., 7e— 7h, at positiveQy and 1a — 8e at negative)y; see

the lower green state. The state indicated in orange hasFigure 1). In fact, this electronic-structure feature is very
predominant 6e—~ 8a character throughout the display&y important for an understanding of the double-well nature of the
range (6e originates from the HOMO 1 6, 8 originates “21T," state (lower green curve). We note that this potential

from the LUMO 2e). AtR,, it corresponds to the electric-dipole-  energy curve resembles the model curve of'hestate arising
forbidden 2T,, so its vibronic states will have very low from 2T, in the lower panel of Figure 2, which also has a
intensity, if any. The electronic structure of the allowed state double minimum. In fact, this state is only slightly perturbed
indicated by the lower green curve {R") is less straightfor- by the avoided crossing with tH& state arising from the'Z;
ward; it changes considerably along Qg coordinate, which (i.e., by a coupling with the orange curve), which was not
can be explained in terms of the blue and red hypothetical included in the lower panel of Figure 2.
diabatic curves. Because of the lack of coupling between the orandd {2
The construction of these two hypothetical diabatic states canstate with the green *I,” state, the negative curvature of the
be understood from and justified with Table 2, where we latter atR. and its double-well structure will determine the
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z tions, we use diabatic states that have the electronic structure
O of the adiabatic states &. This choice is purely a matter of
3d computational convenience.) One can read the contribution of
Xy the 7e— 7k, excitation to the various adiabatic states along
the red curve from Table 2. It goes from 73% iE3at Qy =
y 6 to a spread over the-3'E states (20, 37, and 28%,
respectively) aQQy = 2.5, next to 15, 48, and 28% over 4, 5,
6E (= 21T,, 3Ty, 3'T,) at Qs = 0 and then up to higheiE
Mn3q t, orbital states at negativ®y (69% in 2E atQy = —6). The energy of
02]] t, orbital the 8e orbitals (g and d,) goes in the opposite direction to
that of 7I3(dyy), and we have indicated the hypothetical diabatic
Iz state corresponding to thesla 8e excitation as a blue curve
in the Figure. It is apparent from the Figure that the double-
well potential energy curve corresponding to tH&2state at

3d
L R. arises from a strongly avoided crossing between these diabatic
j— y y states. Because the coupling between the diabatic states (red

X

z

and blue curves) is so strong, we will not find (see next section)
a vibrational structure that can be associated with the vibrations
I in the red or blue potential energy curve but rather vibrations
Mn3q tx orbital that can be understood from the shape of the adiabatit,*2
O3, tax orbital curve (green curve). The *Z," curve has HOMO— LUMO
Figure 6. Antibonding interaction of the Mn 3d orbitals efgymmetry + 1 character in the regions of the wells because both the 7e
(3dy, 3d, 3d,,) with linear combinations of oxygen 2p orbitals with 7by Ch_aracter at positivQ, values and the ka~ 8e character
the sametsymmetry. at negativeQ values are of the HOMG~ LUMO + 1 type. It
is important to note that at and in the neighborhoodrgfthe
vibronic structure in this region of the spectrum (the second character of “2T,” happens to be different, being of the HOMO
band). This particular shape of the potential energy curve — 1 — LUMO type. At that point, there is much mixing, the
ultimately explains the blurring of the vibrational structure of 1, — 8e and 7e— 7b, contributions are both only 15%, and
the second band in the experiment; see the next section. Wethere is considerable (51%) 6e 2by, character that occurs at
therefore first address the nature and cause of the changes imarger positive and negativ®, values predominantly in the
orbital structure of this excited state alo@g. The crucial point “31T,” curve plus some (17%) 6e- 8, character that is a total
is the Jahn-Teller splitting of the degenerate orbitals, notably of 68% HOMO— 1— LUMO character. Because this character
ligand-field level 74. In Figure 1, we show the orbital energies at R, is rather atypical for the whole I,” curve, we do not
for the orbitals near the HOMOGLUMO gap for the equilibrium feel that it is justified to classify the second band in the spectrum,
structure and for structures displaced al@gFor most of the  which represents primarily vibronic structure associated with
orbitals, the splitting of the degenerate sets is very small (i.e., the “2!T,” state, as having HOMOG- 1 — LUMO character.

on the order of 0.1 eV). The only exception is the [Evel, The classification, in terms of single orbital excitations, obvi-
which consists of an antibonding linear combination of the ously loses its meaning here.

manganese,g dy, and d. orbitals and the oxygen lone pairs; We also recall that the *T;” curve (orange) corresponds to
see Figure 6. the 6e— 8g orbital excitation (cf. Table 2, i.e., has HOM©

A displacement in the positive direction of the normal mode 1 — LUMO character). Apparently, the HOM® 1 — LUMO

Qs moves the oxygen atoms closer to thexis so that the ~ and HOMO— LUMO + 1 characters occur throughout in the
antibonding interaction with the orbital withdcharacter is same excitation-energy region.

decreased and the orbital is stabilized. Theathd g, orbitals ) )
(8e) are destabilized because their antibonding interaction with - Vibronically Coupled Spectra
the oxygen lone pairs is increased. This change, although 5.1. Influence of Different Vibrations. We used our model
certainly nonnegligible (see Figure 1), is weaker than the changepotential energy surfaces to simulate the vibronically coupled
for the dy orbital (7kp), which can be understood from the absorption spectrum of permanganate. The crucial point in such
weaker change along th®, mode in the overlap with the  a simulation is the selection of the quanta distribution for the
oxygen atoms. For a negative displacement, the effect is exactlynormal moded2 The experimental spectrum is shown at the
the other way around, and again the effect (destabilization in top of Figure 10 for comparison.
this case) on the l(dy,) orbital is roughly twice as large as We first simulated a spectrum in which only the totally
the effect (stabilization now) on the 8ey{dd,,) orbitals. symmetric mode was populated because totally symmetric
The 7e— 7h, orbital transition dominates théB state at a modes usually, and particularly in this cds@é,dominate the
large positiveQy. If we had chosen a reference point somewhere vibrational progression. The corresponding spectrum is shown
betweerQy = 6 and 9, then our diabatizing scheme would have at the bottom of Figure 7. Clear vibrational progressions of
resulted in a diabatic state with a potential energy curve indicated approximately 906-950 cnt! can be observed for all excited
qualitatively with the red curve in Figure 5, which follows the states, which reflects the fact that all four model potential energy
adiabatic states with the largest 7e 7k, orbital transition surfaces exhibit a similar shape and are displaced with respect
contribution (marked with red circles). This (hypothetical) curve to the ground-state curve along this normal coordinate (see the
is drawn in the Figure just to guide the eye. (N.B. This upper panel of Figure 5). The dominant experimental vibrational
hypothetical diabatic state is completely different from the spacings for the first and third electronic transition are about
diabatic model states that are actually employed in the vibronic 750 and 770 cmt, respectively. This is in reasonable agreement
coupling simulations. One can make different choices for the with our results in view of the approximations in the model
diabatic states and couplings between them, and in the calcula-applied here: We use model potential energy curves that are
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Figure 7. Simulated spectra of Mn using SAOP/TZ2P. Shown are
three simulations in which only the; anode (bottom), modes in
irreducible representations and e (middle), and modes in irreducible
representations,@nd & (top) are populated. The positions of the vertical
excitations are marked by arrows. Individual vibronic peaks are
represented by Lorentzian curves with a half-width of 0.05 eV (403
cm™1). For better comparability with the experiment, we used a half-
width of 0.0125 eV (101 crt) in the spectra with the population of

the & modes only for the peaks of the progression in the first band.
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which (i) only a or (ii) & and e modes are populated. Individual
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determined by the second derivatives at thund-state
equilibrium position and do not contain anharmonic corrections
(i.e., the diabatic model curves are quadratic functions).
Nevertheless, deviations of tlaliabatic model curves from
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Figure 9. Simulated spectrum of the'®, and 2T; states of Mn@~
using SAOP/TZ2P. Note that thé'B state is also included in the
simulation and that the;@nd e modes are populated. In this simulation,
dipole moment derivatives have been taken into account, andthe 2
state is shifted by-0.6 eV (4839 cn1?) to separate it from the'Z,
band.
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the parabolic shape could arise from couplings between different
states, which are small in this case.

In comparison to the experimental spectrum in ref 1 (see
Figure 10), we observe that the calculated vibrational pattern
of the lowest excited state is similar, although the intensity of
the vibronic transition decreases a bit too quickly for the higher
vibrational levels, which is mainly due to the fact that the
vibrational frequency is too high. The linear term in the Taylor
expansion of the excited-state PES determines the displacement
of the excited-state minimum with respect to the ground-state
equilibrium structure and therefore the number of vibrational
levels accessible from the ground state.

For the second and third excited states, we find qualitative
agreement of our simulation and the experiment, although in
the experiment the situation is more complicated because of
the fact that both bands have a considerable overlap. This is
not reproduced in our simulation because of the errors in the
vertical excitation energies. In ref 1, the authors come to the
conclusion that the high-energy part of the second-band system
(between~28 000 and 30 000 cm) is superimposed on the
vibrational progression of the third transition, which should
therefore be responsible for the weak vibrational structure in
that region, whereas only the first few vibronic transitions in
the low-energy part of this band are clearly assigned to the
second electronic transition. If only the totally symmetric mode
is taken into account, then we see that the second electronic
system shows seven peaks in the simulation. Given the difficulty
of establishing the vertical transition energies in the experiment,
we should leave the possibility open that the vibronic structure
in the high-energy region of the second band could also arise
from the second electronic transition itself instead of being due
to a superposition with the third band. The fourth transition has
a rather low intensity in our simulation, whereas the experi-
mental intensity is much higher. In view of the qualitative
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agreement in the intensities for the other states, we would notthe second and third bands is shown in Figure 8, in which a
expect that the calculated intensity for this state is completely much smaller line width has been used (40-éno distinguish
wrong, although it cannot be completely excluded. Another the different vibronic transitions. It can be seen that the doubling
explanation, which is not unlikely considering the problems with (shoulder) of the apeaks in the 8, band arises from the large
the vertical excitation energies, is that the fourth experimental intensities of two vibrational levels that differ by one quantum
band corresponds to an even higher-lying state, which is missingin one of the 2-fold-degenerate modes (in addition to the
in our calculation. excitation of the amode) and that very weak peaks for levels
If we consider (in addition to the;anode) the effect of the  with additional quanta in the e modes are also present. That
2-fold-degenerate e modes (Figure 7, middle panel) , which leadmeans that each peak of theprogression basically splits into
to the JahrTeller distortions in, for example, the'R, state two peaks of comparable intensity, which, in the experimental
noted above, then we can see that the peculiar blurred vibrationalspectrum, are not resolved but appear as an appakent a
structure of the second band, which is such a striking feature progression with broadened peaks.
of the experimental spectrum, is now reproduced in the Inthe second band system, the peaks from {h@@gression
calculations. The third band, however, still exhibits a clear split into many peaks of comparable intensity: for every peak
vibrational progression, although all of the peaks appear to be of the g progression, we now find about seven additional peaks
double (show a shoulder), which is due to an excitation of the with only slightly lower intensity. This is caused by the shape
2-fold-degenerate e mode in addition to thestretching mode. of the excited-state PES of thelD,” state, with its negative
A detailed comparison of the vibronic eigenvalue spectrum for curvature at)y = 0 and the two minima at positive and negative
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displacement along the e modes. As a result, thEa@gression TABLE 3: Calculated (SAOP/TZ2P) Excitation Energies

is barely visible in the second band system if the 2-fold- S/Ecatl_cd):lEEmpitri??“ Sé“fts ('AE?EP)' .a”dv'?efSt ItEhstirEatetsc(j)f the
: ertical Excitation Energies (Eestin eV) for the Excite

degener_ate modes are ta!<en m_tc_) account. ] States of Irreducible Representation'T, of the

Inclusion of the £ modes in addition to the;anode introduces ~ Permanganate lon from the Combination of Experimental

significant additional vibrational structure only for the first band. and Theoretical Data?

For every peak of the;grogression, we find an additional peak no. transition exptl Ecaled AEemp Eest
; 1 :

with an offset of 335 cmt, which corresponds to @— |10 1 14— 2e 53 3.01 —054 o5

transition for the £ modes. In the experimental spectriira, 2 6t — 2e 35 4.04 —0.44 3.6

similar vibrational structure with an offset of 278 chis found 3 1t — 7h 4.0 4.93 -0.79 4.1

for the a progression, although the peak heights are lower for 4 6t — 7t 5.5 5.95 —0.52 5.4

thes_e vibronic transitions. In ourcalculatio_n,these_ peaks become athe experimental values shown are the positions of the band
as intense as those of the @rogression. This apparent maxima of the spectrum reported in ref 1.
discrepancy might be attributed to the different peak widths in
the experimental spectrum, as can be inferred from the uppercontributions of these two states, we performed a simulation in
spectrum in Figure 7 in which thetnodes are populated. There  which the 2T, state was shifted by-0.6 eV (-4839 cntl)
we took into account that the experimental peaks of the a and only this state, thel®,, and the 3T, state were included.
progression for the first system are very narrow and used a peakThe resulting spectrum is shown in Figure 9. TH&2state
width of 0.0125 eV, whereas all other peaks were modeled with can be seen as a band of very low intensity compared to that of
a width of 0.05 eV. Theelative intensities of the additional  the “allowed” transitions to theZ, and 3T, states but with a
peaks follow the same intensity distribution as the corresponding clear vibrational progression of about 900 ¢mAlthough this
experimental ones. is not conclusive evidence, it shows that the two peaks at ca.

At this point, we may conclude that the vibronic-structure 25000 and 25 700 cni in the experimental spectrum might
calculations reproduce the basic features of the experimentalindeed originate from the'Z; state.
spectrum, notably the fact that the vibrational structure in the  The full simulated spectrum (the bottom of Figure 10)
first and third bands is much better resolved and much more combines all of the features described above (24 coupled states
regular than that of the very broad and structureless secondand a, e, and £ modes). Besides thd; states, the four lowest
band?! This supports the assignment of the experimental bands 'T; excited states have also been included in this simulation. In
to the excitations with the electronic structure, as given in the this spectrum, we corrected the vertical excitation energies by
DFT-SAOP excitation energy calculations; see the previous empirical shifts, which are given in Table 3, to obtain a better
section. agreement of the band origins with experiment. Also, ffig

5.2. Full Spectrum Simulation Including 1T, States.Until states are uniformly shifted in this simulation 5y0.5 eV to
now, we have taken the (Coup"ngs between the) 12 states thatPreserve the correct order of the excited states. It should be
arise from the 4T, multiplets into account. In addition, there ~ Noted that this shifting is, from a theoretical point of view, a
are the (atR. forbidden) T, states; see Figure 5. We have bit problematic because lower-energy gaps between the excited
repeated the spectra simulations with inclusion of 2 of'fhe states in turn often cause larger couplings between the different
the 2Ty, and either the 3y or the 4T, states, bringing the ~ €xcited states. This would mean .that.the interstate coupling
tota| Of Coup'ed states to 18. There are, however' hard'y any COﬂStantS, Wh|Ch cause SUCh COUp|IngS In our S|mu|at|0n, ShOU|d
differences for the simulations in which themode or the a  @lso be adjusted accordingly. However, there is no direct way
and e modes are populated. For the third simulation, in which t0 estimate these changes in the coupling constants because we
the a and t modes are populated, we have observed that the cannot model the effect of smaller energy gaps in the electronic
second band system now shows a less distingiragression structure cglculatlons. Ther_efore, no _emplrlcal corrections to
than in the case of inclusion of onkT states; see the upper these coupling constants will be applied. Our empirical shifts
panel of Figure 7. But because this second band is blurred byOf the calculated band origins, to obtain optimal agreement with
the e modes anyway, this does not constitute a noticeable chang&® experiment, provide “best estimates” of the vertical excita-
in the total simulation. We conclude that there are no differences tion energies, which are also shown in Table 3.
in the total simulation of the allowed transitions with inclusion ~ Except for the wrong total intensity for the fourth band and
of the IT; states, so their influence on the spectra is small.  the slightly too high vibrational spacing for the grogression,

By also using a Taylor series expansion of the transition W€ obtain good general agreement with the experimental

dipole moment analogously to the Herzbeiigeller approach, fspec”_“mi l?eéalls Oft the k\lnbran_on'gl quant;i dls(,jtrlltz)uuon fpr ‘h‘?
we can study the question of whether the very low intensity our simu'ated Spectra Snown In Figures 7 an are given in

peaks on the low-energy side of the experimental second bandTable 4. Note thaground-statellbratlonal basis functions are
(see the upper panel of Figure 10) might be attributedTa 2 employed, and extensive tests have_been performed to ensure
peaks, which acquire intensity due to nonzero transition dipole the convergence of the spectroscopic features with respect to

moments for displaced structures. Although these transition the number of quanta.
dipole moment derivatives might not be very accurate, we can
at least get qualitative information. A simulation with thE2
state and transition dipole moments included, in which only the  In this study, we have shown that the TDDFT/SAOP method
a and e modes are populated, does not lead to observable peakfor the calculation of the excitation energies and excited-state
just below the vibronic structure belonging to thé T2’ state potential energy curves, combined with a vibronic coupling
(second band). But again, this might be attributed to the wrong method that uses the TDDFT transition densities in the
vertical excitation energies because an analysis of the Lanczosdiabatization method, is a powerful tool for the simulation of
eigenvectors shows that some of the peaks in the second bandhe vibronic structure of absorption spectra. In view of its
system are due to thé®, state, which are too weak in intensity ~ efficiency, it can be applied to large systems, such as transition-
to be recognized in the broad background. To separate themetal complexes. For the permanganate anion, it leads to good

6. Discussion and Conclusions
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TABLE 4: Distribution of the Vibrational Basis Functions Furthermore, the simulated spectra show that the positions of
(S’\_lumlbe_r of qu%méxl; 1) to theSNormaI M(f)?:es in the Four the band maxima, which are used in the experiment to estimate
imulations of the Absorption Spectrum of Permanganate the vertical transition energies, are only a rough measure for

Shown in Figures 7 and 16 . o :
the vertical excitation energies. The latter can be more than 1000

vibration Vay ve Uty vaty cm! higher than the band maxima. This effect would reduce
grog)r:dtlstate gzg ggé igé ggg the errors in the vertical excitation energies a bit: The calculated
P (845) (350) (400) (930) band maxima are at approximately 2.96T(3, 3.85 (2T>), 4.85
& only 100 1 1 1 (3'T,), and 5.85 eV (4T,). This is closer to the experimental
Zi i E 228 zf 51 21 band maxima than the calculated vertical transition energies (cf.
full simulation 20 12 4 2 Table 3), but deviations between the experimental and calculated

band maxima of 0.3 to 0.8 eV would still remain. Furthermore,
units of cnt?) of these vibrations (experimental valé&$ are given the incorrect spacing also remains (e.g., these effects do not

in parentheses). In the case of the degenerate modes, the given numbdf@d to an overlap of the second and third transitions), which is
of quanta was used for each of the modes of the degenerate set. ~ observed in the experiment. By applying empirical corrections
to the calculated vertical excitation energies, we were able to

agreement with the experimental spectrum and helps us toachieve very good agreement of the general appearance of the
understand the nature of the transitions. The quality of the absorption spectrum of MnO compared to that of the
simulation suggests that the long-standing assignment problemexperiment for the first three bands. The full vibronic structure
for the second and third allowed electronic transitions is of an absorption band gives a much more characteristic signature
resolved. Our simulation reproduces the salient features of theof an electronic absorption and provides a much richer target
experimental spectrum. That is, the second band system is veryfor theoretical comparison than the experimental vertical excita-
broad and almost without vibrational structure, whereas the third tion energy alone (necessarily a rough estimate, e.g., the band
band shows a clear progression from the totally symmetric maximum). For the high-lying fourth band system, we do not
stretching mode. The broadening in the second band system isobtain the high experimental intensity. Also, other experimental
due to the double-well nature of the PES along the modes of e studie4®4! do not offer possible explanations for this experi-
symmetry, leading to many vibrational states with nonzero mental feature. Whether even higher-lying states are playing a
transition dipole moments from the ground state. In the third role here needs to be investigated.
band system, the excited-state PES has just a single minimum To summarize, our study shows that the vibronic structure
along the e mode, which is only slightly displaced frd) simulation of transition-metal absorption spectra within the
and a roughly parabolic shape around the minimum. Including short-time approximation yields very satisfactory results, so the
the e mode vibronic states leads to shoulders on the peaksyibronic structure can be used as a fingerprint for the assignment
(overlapping double peaks) of the@ogression, which remains  of electronic bands because even details (e.g., the effects
the dominant feature of the vibrational structure of this band. originating from the JahnTeller active modes) can be modeled
The simulated spectra also reproduce a clear vibrational structurecorrectly. The method does not rely on excited-state structure
in the first band system because of th@@gression, augmented  optimizations and is capable of describing nonadiabatic cou-
with additional peaks that can be attributed to higher vibrational plings between (near-)degenerate excited states. Therefore, it
quanta in thesmodes. Also, the intensity distribution for the s particularly well suited for transition-metal complexes with
first three band systems is in qualitative agreement with close-lying PESs or complicated excited-state topologies. It can
experiment. The highest peaks occur for the first system, andpe applied in a straightforward manner and is generally
the peaks in the third system also show considerable intensity, applicable, which provides confidence for the application of this
whereas the second band is less intense. method to larger molecules.

The vibronic structure serves as a kind of fingerprint for the
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